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Fast Text Word Embeddings
More training data is needed for the Data Retention class which 
has a  lower number of examples.

By using in-domain word 
embeddings we improve the 
performance of our classifiers. 

Macro F1:

Glove Embeddings(Previous 
best): 0.76

Fast Text Embeddings: 0.8


